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This time

+ Sampling from a population
Estimating population parameters from a sample

-+ Sampling error and the standard error of the mean

- The central Imit theorem
- Confidence intervals
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What is the goal of the US Census”
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Representatives and direct Taxes shall be

apportioned among the several States ...
according to their respective Numbers ... . The
actual Enume | be made within three

Years after the fi
United States, and within

ration sha

rst Meetin

g of the Congress of t
every subsequent Tler

of ten Years."

-US Constitution, Article I, Section 2
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How is the census performed? =«

w—

The Census Bureau develops a
comprehensive list of residential
dwellings in the United States.

A census form is mailed to each
of those housing units.

Households are asked to return
the completed forms by mail.

Households that do not return the
forms are visited by enumerators.
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Do you think it's possible to count everyone”

Do you think it’s necessary?
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Sampling

+ Can we estimate parameters of the entire population
using just a subset”

+ Can you think of examples where this is successful?
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The success of election polling:
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- Nate Silver correctly predicted outcomes for:
- 49/50 states in 2008 Presidential election
- 50/50 states in 2012 Presidential election
- How?

Pollster Accuracy and Bias, 2012 Presidential Election
Likely Voters Polls in Last 21 Days of Campaign
Minimum S Polls

Polister # Polls Avg. Error Bias Mode Cell?

IBD / TIPP 11 0.9 R +0.1 Live Phone Yes '

Google Consumer Surveys 12 1.6 R+1.0 Internet N/A EaCh pO| | | ﬂCl Udes
Mellman 9 1.6 R+0.0 Live Phone Yes

RAND Corporation 17 1.8 D+15 Internet N/A _ 1 OOO |k |

CNN / Opinion Research 10 1.9 R+06 | LivePhone Yes I e y VOterS
Ipsos / Reuters (online) 42 1.9 R+14 Internet N/A

Angus Reid 1.9 R+0.8 Internet N/A

CVOTER International / UPI 2.0 R+2.0 Live Phone ??

11

13
Grove Insight 18 2.0 R +0.1 Live Phone Yes S f 2-1 OOO
SurveyUSA 17 2.2 R +0.5 Robodial  Yes UrVey O ~ y

Quinnipiac 5 2.3 D+03 Live Phone Yes
Marist 11 25 R+1.0 Live Phone Yes ”
YouGov 30 26 R+1.1 Internet N/A VOterS a OWS

2.6 D +0.1 Robodial No '

srEnE R e accurate estimation

27 R+2.7 Robodial No . .
2.8 R +0.1 Internet N/A f b h e f
28 R+27 Live Phone Yes O VOtI ng e aVIO O

40 D+25 Live Phone No TIL
43RS TRobe s nieret Mo ~200 million 0eo Nle
45 R+45 Live Phone Yes
54 R+2.2 Live Phone Yes
7.2 R+7.2 Live Phone Yes

w

We Ask America

Public Policy Polling

Gravis Marketing

JZ Analytics*

Washington Post/ ABC News
Pharos Research Group*
Rasmussen Reports
American Research Group
Mason-Dixon

Gallup
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* Not used in FiveThirtyEight forecast.

https://fivethirtyeight.blogs.nytimes.com/2012/11/10/which-polls-fared-best-and-worst-in-the-2012-presidential-race/



21,000/235 million voters = 0.008% of all voters

40,000 points
each point represents ~5,800 voters



Why doesn’t the census use sampling rather than

full enumeration?

DEPARTMENT OF COMMERCE ET AL. v. UNITED
STATES HOUSE OF REPRESENTATIVES ET AL.

APPEAL FROM THE UNITED STATES DISTRICT COURT FOR THE
DISTRICT OF COLUMBIA

No. 98-404. Argued November 30, 1998—Decided January 25, 1999*

2. The Census Act prohibits the proposed uses of statistical sampling
to determine the population for congressional apportionment purposes.



Stanford University

Trua value - —— O hen vy
{Parameter)

Sampling error

When we compute a
statistic on a sample, it will
have some amount of error

Compared to the true
value (“population
parameter”)

This error varies from
sample to sample

We refer to the (P
distribution of the

statistic computed
across samples as its . .
“sampling distribution” .

R T . R

Sample Maan

Estimates
(Statistics)

rn
i

Frequency

Flgura 8.2 llustration of the standard error (see text for details)
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Taking random samples in R

exampleSample <- NHANES adult 3>%
sample n(10)

dim(NHANES adult)
## [1] 7424 77
dim(exampleSample)
## [1] 10 77

print (paste( ' Population height: mean =
' ,mean (NHANES adult$Height)))
## [1] "Population height: mean = 168.86"

print (paste( 'Sample height: mean =
' ,mean(exampleSampleSHeight)))
## [1] "Sample height: mean = 168.59"
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Sampling error: NHANES adult height

5000 samples

Population mean of 100 individuals

Sample means

0.075 -

0.050 -

density

0.025 -

0.000 - —

150 170 190
Height (inches)
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Standard error of the mean (SEM)

+ The standard deviation of the sampling distribution of the
mean

How variable are our estimates of the mean??

Population std deviation
o

SEM = —
NG
Sample size
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Computing the standard error of the mean

- We usually do not know the If population SD
population standard deviation IS known:

- Instead we usually “plug in” the 0
sample standard deviation In its SEM = \/ﬁ
place

- This assumes that the sample
SD Is a good estimate of the . |
. IS unknown:
population SD
SD

- With larger samples (>~30) SEM = —
this should be OK VT

If population SD



rwo samples are obtained from the same population, sample A

with 100 subjects and sample B with 200 subjects. What is the
relationship between the standard error for the mean in the

two samples?

SEM(A) = SEM(B)
SEM(A) = SEM(B)*2
SEM(A)=SEM(B)*1.41
SEM(A)=SEM(B)/2

SEM(A)=SEM(B)/1.41

.. Start the presentatior to see live centent. Stllro live content! Instzll tha app or get help at PollEv.com/app
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How to make better measurements

- We don’t have control over the
population SD

- We usually do have control over the
sample size

SEM =

- Larger samples reduce SEM but
give diminishing returns

59

* Increasing sample from 16 to 25
(loy 9) provides same improvement

iIn SEM as increasing from 100 to
121 (by 21)
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Central limit theorem

- As the sample size gets large, the sampling distribution of
the mean will come to resemble a normal distribution

- Regardless of the shape of the distribution of the datal

+ This probably explains why so many variables in the real
world follow a normal distribution

- Let’s take samples from NHANES Height and look at the
sampling distribution of the mean



0.06-

0.04 -

density

0.02-

0.00-

sample size = 4
std error (observed) = 10.118
std error (computed) = 10.093

100

125

150
Height (inches)

..LM

175
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0.06-

0.04 -

density

0.02-

0.00-

sample size = 10

std error (observed) = 6.371
std error (computed) = 6.384

100

125

150
Height (inches)

175

200



0.06-

0.04 -

density

0.02-

0.00-

sample size = 20

std error (observed) = 4.366
std error (computed) = 4.514

100
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Height (inches)

175

200



0.06-

0.04 -

density

0.02-

0.00-

sample size = 30

std error (observed) = 3.655
std error (computed) = 3.686

100
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150
Height (inches)

175

200



0.06-

0.04 -

density

0.02-

0.00-

sample size = 100

std error (observed) = 2.050
std error (computed) = 2.019

100

125

150
Height (inches)

175

200



0.06-

0.04 -

density

0.02-

0.00-

sample size = 250

std error (observed) = 1.223
std error (computed) = 1.277

100

125

150
Height (inches)

175

200
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Comparing data to the normal distribution

Plot the cumulative distribution of the data against the
cumulative distribution of the normal
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sample size = 4

0.75-
Normal distribution
> 0.50- R
............. Sample means
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1.00 -

0.75-

> 0.50-

OOO-. = =

sample size = 10
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Normal distribution
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1.00 -

sample size = 20

0.75-
Normal distribution
> 0.50-
............. Sample means
0.25
0.00= = =

145 150 155 160 165 170
sampMeans



1.00 -

sample size = 30

0.75-
Normal distribution
> 0.50-
............. Sample means
0.25-
0.00= = »

145 150 155 160 165 170
sampMeans



1.00 -

sample size = 100

0.75-
Normal distribution
> 0.50-
............. Sample means
0.25-
0.00= = =

155 160 165
sampMeans



1.00 -

0.75~-

> 0.50-

0.25-

OOO-. = =

sample size = 250

Normal distribution

............. Samp|e means
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Why a smaller SEM is better

Larger SEM = more uncertainty about the true value of
the parameter in the population

+ Would you believe an election poll it you were told that
the results had a margin of error of 15%?

- And what does “margin of error” mean”
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Confidence intervals

An interval around the _ Margin of error for

nat single candidate support
mean t la EeXpresses our (MOE +/— 3 pet. points)
uncertainty about the true

value of the parameter Boll A -
55%
Rep
10 R Rep: oo 51%
48%
45 Dem Dem
43 43
T s W SR———
Rep +5 Rep +8
35 TS S
0

http://www.pewresearch.org/fact-tank/2016/09/08/understanding-the-margin-of-error-in-election-polls/
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Computing the confidence interval

- We want to express our uncertainty about the estimate of
the mean

Remember that:

- the sample means are normally distributed (per the
Central Limit Theorem)

- The standard error Is the standard deviation of the
sampling distribution

- What we want to know is: \What interval would we
expect to capture 95% of values around the mean”
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Using the normal distribution to compute the
confidence interval around the mean

z Larger Smaller Meantoz
Proportion Froportion

0.00 C.50000 0£000C 0.00000

om 0.50399 0496 Q.00399
002 050798 049202 0.00798
g =
003 "G4197 048803 o.ongT
\\ .
\\
1.98 C.97411 N0.02658 04741

0.97500 Q.47500

197 C.O75E8 0.02412 0.47558
198 0.97815 0.023235 0.47815

4 3 2 N 0 i 72 3 4§ 100 CO7670 002330  04787C

Flpura 8.7 Finding the limits within which a specific proportion of scores Fall

We want to find the value of the normal
distribution such that 5% of responses are

excluded > gnorm(0.025)
2.5% higher, 2.5% lower [1] -1.959964
> gnorm(0.975)

This value i1Is ~ +1.96
[1] 1.959964
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Computing the confidence interval

C'1(95%) = mean +1.96 x SEM

Sample 250
individuals from NHANES sample=sample n(NHANES,250)

NHANES

> sampleMean=mean(NHANES sample$Height)
> sampleMean
[1] 163.3684
mean and SD > sampleSD=sd(NHANES sample$Height)
> sampleSD
[1] 19.54375

Compute sample

> CIupper=sampleMean + 1l.96*sampleSD
CXNTWHH6(3| > CIlower=sampleMean - 1l.96*sampleSD

> c(CIlower,CIupper)

[1] 125.0626 201.6742



Stanford University

What the confidence interval means

f we take a large number of samples, the confidence
interval will contain the true value 95% of the time

Misses -

o

Interval

Hits - - @

1 I I I I ; ] I || I I
45 46 47 48 49 50 51 52 53 54 55
Accuracy (%)

Flgure 85 Two interval estimates: the red one hits the true population value
(dotted line) but the blue one misses it



Sample
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i v ' . These 5 intervals
= - don't contain the
. ‘true' value
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Flaure 8.6 The confidence intervals of the accuracy on a statistics test (horizontal
axls) for 100 different samples (vertical axis)
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What confidence intervals do not mean

Poll A: Republican Cl (45% - 51%)

Does not mean that there is a 95%
chance that the true population

value falls between 45

and 51

It either does or It doesn’t!

- We will talk more abou
confusing interpretatio

t the
N Of

confldence intervals w

nen we

return to hypothesis testing

Margin of error for
single candidate support
(MOE +/- 3 pct. points)

Poll A Poll B
BBI6 1
Rep
210 JEPOOTOROI Rep:  wooeeeee: 51%
48%
45 DemT. . 4........ DemI..ccoovnnn.
43 43
A0 e A
Rep +5 Rep +8
35 s s
0
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Recap

- We can obtain accurate estimates of population
oDarameters through random sampling

_arger sample sizes give smaller standard error, but with
diminishing returns

- The central imit theorem assures us that the sampling
distribution of the mean becomes normal with larger N

+ Confidence intervals give us a way to express our
uncertainty about the mean



